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Abstract. Although widely used, the SCORM metadata model for content aggregation is dif-
ficult to be used by educators, content developers and instructional designers. Particularly, the 
identification of contents related with each other, in large repositories, and their aggregation 
using metadata as defined in SCORM, has been demanding efforts of computer science research-
ers in pursuit of the automation of this process. Previous approaches have extended or altered 
the metadata defined by SCORM standard. In this paper, we present experimental results on our 
proposed methodology which employs ontologies, automatic annotation of metadata, informa-
tion retrieval and text mining to recommend and aggregate related content, using the relation 
metadata category as defined by SCORM. We developed a computer system prototype which 
applies the proposed methodology on a sample of learning objects generating results to evaluate 
its efficacy. The results demonstrate that the proposed method is feasible and effective to produce 
the expected results.

Keywords: SCORM, automatic content recommendation, learning objects, information retrieval, 
text mining.

1. Introduction

SCORM has become the most used international standards related to content for e-
Learning and its acceptance is due to the fact that it brings together different standard-
izations from different institutions, enabling a wide range of applications with reus-
able, adaptable and easily portable content between the LMS that have implemented 
its specifications (Su et al., 2006, Rey-López et al., 2009). SCORM defines a Content 
Aggregation Model (SCORM – CAM) (ADL, 2009a) based on the Learning Object 
Metadata (LOM), developed by the Institute of Electrical and Electronics Engineers 
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(IEEE). However, manually dealing with its extensive and complex metadata model is 
a difficult annotation process (Margaritopolous et al., 2007), which frequently results 
in insufficient or incorrect metadata (Edvardsen et al., 2009), compromising the quality 
of learning objects (LO) and restricting the use of the resources provided by SCORM. 
Among these, the extensibility of its main content by the indication of related LOs is 
an important example. 

The “relation” metadata category classifies different forms of relationships through 
the following vocabulary contents: ispartof, hasPart, isversionof, hasVersion, isfor-
matof, hasformat, references, isreferencedby, isbasedon, isbasisfor, requires, isre-
quiredby. In SCORM-CAM there is a definition of how this category is organized, 
but there is no model established for their use, contrary to what occurs with other cat-
egories. It is indicated in the document that the use of metadata, as well as the way it 
will be done, is defined by content developers themselves or by each LMS (Advanced 
Distributed Learning, 2009a). Therefore, there are two important issues to note: the 
inherent difficulty to the manual annotation of metadata and the lack of a specific 
definition for the use of the relation category in order to build content for e-Learning 
from related LOs. Thus, this study sought to provide a solution to the question: is it 
possible to establish a methodology for automatic recommendation of related content, 
which enables to identify and establish relationships between LOs, by relation cat-
egory, without having to change its metadata, to modify the standard SCORM or to use 
custom implementations in LMS?

The following hypothesis was the basis for the development of this work: the estab-
lishment of relations between LOs, as defined by the relation category SCORM without 
changes, is possible to be done from a self-recommendation system that relates con-
tents, using information retrieval and text mining strategies. For this, one should adopt a 
methodology that employs a domain knowledge base, which is capable of modeling and 
conceptualizing the field of knowledge relevant to the LOs, so that their contents can be 
characterized from the main concepts presented in them and that the relation can then be 
established between the content of one or more LOs.

This paper presents the results of an experimental research to evaluate a methodol-
ogy that uses ontologies, automatic metadata annotation, information retrieval and text 
mining to identify and aggregate related content, using the metadata of the category 
“relation” as defined in their specifications. A prototype of a computer system was de-
veloped, which applies the methodology proposed on a learning objects sampling and 
generates the results necessary for the evaluation of its effectiveness against the prob-
lem presented. The results, which analyzed and evaluated with the support of educators, 
who work in the development of content for e-learning, demonstrate that the proposed 
method is feasible and effective, producing the expected results.

This paper is organized as follows. Section 2 presents a review of the related work. 
Section 3 presents the methodology for the recommendation and aggregation of related 
learning objects proposed in this paper. Section 4 presents the system implemented to 
evaluate the proposed methodology. Section 5 presents tests and results. Section 6 pres-
ents discussions and section 7 presents the conclusions and future work.
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2. Related Work

Engelhardt et al. (2006) present in their work an approach which is guided by the use of 
a set of metadata, based on a subset obtained from LOM plus another set proposed by 
the authors, to establish semantic relations between various LOs present in a repository. 
These relations were formalized by means of an ontology developed on the basis of the 
Web Ontology Language (OWL), applicable to a set of inference rules, establishing a 
semantic network for the entire repository and creating links between the LOs in order 
to express the relations identified between them. Such relations are established when a 
new LO is inserted into the repository, so when accessing a LO, the student finds several 
possibilities to browse through related content by means of the interconnection among 
the various LOs that make up the network. However, when thinking about processes that 
require the definition of a unit of learning, course or training, whose content is specific 
and demands an ordering of concepts and pre-set topics, based on a didactic and peda-
gogical planning, the solution proposed by Engelhardt et al. (2006) may not be adequate. 
It provides mechanisms that lead to a very dispersed access to a whole variety of LOs 
in a repository, since all the documents are previously interrelated and the access to the 
repository is made from a query by the student himself. This can cause a very large num-
ber of navigation possibilities, because the relationships are indicated for each accessed 
LO. As Lu et al. (2010) and Edvardsen et al. (2009), Engelhardt et al. (2006) use an 
extension of the metadata model defined by LOM and a specific LMS to carry out their 
work. However, there is no approach that can use metadata to classify and correlate LOs 
without any interventions in SCORM, and without the need to use a specific LMS to do 
this, thereby ensuring portability and compatibility of the LOs in different LMSs. 

Edvardsen et al. (2009) proposed an approach that used the automatic generation of 
metadata to assist in the organization of didactic and pedagogical contents, aimed for 
building LOs in accordance to SCORM. In this way, they developed a framework for 
generating metadata in accordance with the LOM from a given LO, obtaining as a result 
a new LO, but in SCORM format. For this, they used recovery processes of contextual 
metadata based on information present in the LMS of the University where they work, 
in a catalog of courses offered by the university and in entities extracted from the LOs, 
combining different approaches for the automatic generation of metadata from their re-
spective content. All these metadata was finally referenced by LOM elements, but their 
sources denote heavy reliance on external elements of the LOs and on how these data are 
presented, because, mostly, they were not extracted directly from the contents of LOs. 
Despite believing that their research obtained inconclusive results regarding the quality 
of obtained metadata, the authors concluded that a LMS can be used not only for the 
publication of LOs, but also as a source of what they called contextual metadata, that 
can be used as basis for the generation of specific metadata to the LOs. This approach 
can restrict its scope of application because it depends on a framework developed to use 
information that may not be found in other systems and institutions, making difficult the 
retrieval of the same set of metadata in another context. Therefore, when thinking about 
content repositories, the large volume of metadata obtained by Edvardsen et al. (2009) 
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can assist in the storage, classification and recovery of LOs. However, there is no clear 
proposal for use of this metadata in a sense that goes beyond the registration or consulta-
tion of this information.

Roy et al. (2008) also extend the metadata provided by LOM, in their educational 
category. In their work, the authors defined a strategy that uses an automatic annotation 
of LOs, available in content repositories, in order to enable the LMS a proper selection 
of learning materials, and facilitate the work of content developers in the reuse of this 
material. In this sense, they developed an ontology whose attributes could characterize 
the learning materials from a pedagogical point of view. This structure composed its 
domain knowledge base, which was hierarchically organized into three layers, named 
respectively as term layer, concept ontology and topic taxonomy. Several terms present 
in the first layer were associated with sets of concepts that make reference to them, pre-
sented in the second layer. These concepts allow the identification of issues related to the 
topic taxonomy layer. Both the ontology model, developed by the authors, as the strategy 
for automatic annotation of LOs defined by them, appear as a consistent and workable 
proposal for selection and reuse of LOs. However, as we can see in Lu et al. (2010), Ed-
vardsen et al. (2009) and Engelhardt et al. (2006), the authors used metadata that extend 
those who are provided in LOM educational category. Moreover, their approach offers 
good mechanisms that allow the classification and recovering of LOs in repositories, but 
it is not intended to establish relationships between them.

According to Nauerz et al. (2008), one of the greatest difficulties faced by Internet 
users consists in finding relevant content to their research, as users need to search for 
“background information”, that is, contents that offer them additional or complementary 
information for better understanding of what in fact they are searching. Therefore, seek-
ing for a recommendation system based on the user interactions in Web systems, they 
proposed a framework for annotation of related contents, in files of type eXtensible 
Hypertext Markup Language (XHTML), which uses data analysis unstructured services, 
called UIMA and Calais, to automatically analyze a given content and identify certain 
terms capable to describe certain types of “entities”, referring to persons, locations, com-
panies, among others. Thus, the relationships between the contents are described using 
semantic tags that contain such entities which, in turn, can be linked to related services, 
as in the case of an entity of type “local” and the Google Maps service. In a previous ex-
periment, the authors argued that their system has produced a large number of irrelevant 
recommendations, because the processes of generation of semantic tags were performed 
directly on the content without taking into account user interests and preferences. To 
solve this problem, they introduced a user model that provides data about their inter-
ests and, from this model, selected the fragments of information to generate the tags, 
allowing the identification of related content whose information was really of interest. 
This recommendation process, similar to what occurs in Engelhardt et al. (2006), may 
not provide the necessary support when the goal is to build a cohesive unit of learning, 
whose content is composed of grouped LOs not only because they are related, but in ac-
cordance with an organizational structure of pedagogical nature.

It can be seen that the problems raised by Roy et al. (2008), Edvardsen et al. (2009) 
and Lu et al. (2010), among others refer mainly to the difficulty of identifying LOs 
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whose contents are in any way related. The possibility to create relations between con-
tents, so that a LO can reference others from a repository, can be thought in a way that 
references are available directly from each of the LOs that comprise the same content in 
a SCORM package. Thus, each LO would have, in a specific field, a list of other LOs that 
could be related to it. This was the premise from which Lu and Hsieh (2009) proposed 
the use of the relation category from the SCORM - CAM. However, for the authors, 
the relations described by the relation metadata category are limited, because they can 
only describe relations guided by the structure of the content, not being able to establish 
semantic relations between LOs. Given this context, the authors developed an outreach 
model to the relation metadata category. After concluding their extension model, Lu and 
Hsieh (2009) obtained fifteen new relations. Then, the usefulness of these new relations, 
regarding students learning, was tested and analyzed. They stated that the results of their 
experiments indicated that the new relations were considered useful for most of the 145 
students who contributed with their research. Based on these results, the authors consid-
ered interesting to draw a common set of metadata and that authoring systems should be 
created with support to the new model.

In face of the premises indicated by Lu and Hsieh (2009), it’s important to highlight 
a fundamental question about the SCORM and one of its primary objectives: to ensure 
portability and the reuse of its content packages in any LMS that implement its models. 
Thus, the development of a set of metadata, which requires a specific implementation 
in a LMS, is a solution that goes against an essential premise of the standard itself, be-
cause it reduces the portability of the content package and their compatibility to other 
systems. However, as can be seen, many research papers related to SCORM adopted 
this strategy.

The metadata extension model, prepared by Lu and Hsieh (2009), was applied ef-
fectively in the prototype of an LMS developed by Lu et al (2010). As a result, several 
changes were made in the XML files that do the aggregation of content, inserting dif-
ferent elements and attributes, which were created and interpreted specifically for the 
metadata model and to the management system developed, respectively, by Lu and 
Hsieh (2009) and Lu et al (2010). After, the authors proposed a new aggregation format, 
but without making clear if the LMS’ prototype, that they developed, implements sup-
port to the rest of the SCORM standard, which consists of SCORM-SN and SCORM 
Runtime Environment (SCORM – RTE)(ADL, 2009b), beyond the SCORM-CAM it-
self. Despite having an extensive and rich study about the establishment of relations 
between LOs and which metadata models are effectively possible to do this, the authors 
obtained a model far from the SCORM, handled by a system that does not support the 
standard itself, but rather a specific set of definitions which will not find support in 
other LMS.

Hernández et al. (2009) adopted the following definition of LO: “[...] digital educa-
tional material, self-contained and reusable, which has information able to describe its 
content (metadata)”. In this sense, a LO can have fine granularity or coarse granularity. 
The fine granularity is characterized by smaller content, more objective, such as an ex-
ample or exercise. The coarse granularity, in turn, is attributed to LOs with more exten-
sive content, that contain other contents, as in the case of an entire course. Based on this 
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principle, Hernandez et al. (2009) have developed a tool they called Looking4LO, which 
uses natural language processing and ontologies for information retrieval in documents 
in order to extract LOs with fine granularity from different sources. 

According to Hernández et al. (2009), the ontology is a critical factor for success-
ful extraction of LOs, because it provides the domain model to an area of   knowledge 
upon which one wants to find and extract content from a document, while the use of a 
pedagogical model allows one to define what type of content is being sought, that is, 
exercises, examples or others. Thus, the system developed by them receives as input 
these two models and a document source. The system output is a set of LOs extracted 
from the documents, whose content is within the domain model and belonging to one 
of the elements defined by the pedagogical model, according to the LO metadata. Even 
getting satisfactory results, the ontology used was very limited, containing only one or 
two levels of classes and whose instances allowed to carry on correspondences on the 
documents of the sample used in the tests. According to the authors, the metadata anno-
tations based on ontology did not use information contained in the relations between the 
entities and did not employ relevant part of the potential offered by domain ontologies. 
For them, the identification of the semantic relations between the concepts present in the 
ontology could greatly improve the accuracy of the searches carried out by the system. 
Furthermore, the identification of these relations could be used to improve the definition 
of LOs. Their work resulted in a system that can assist content developers in creating 
LOs with fine granularity. However, the variety of extracted LOs may be large or small 
depending on the variety, size and quantity of the documents present in the source of 
content provided as input to the system, which may result in redundancy of these LOs, 
causing, at the end of the process, a low performance. In addition, verification and selec-
tion of LOs generated in the output is up to the system user who wants to use them in 
the composition of an LO with coarse granularity. Also in this sense, Looking4LO does 
not provide features that will assist the e-Learning content developer in the composition 
of a more extensive and complex content, as in the case of a course, that requires the 
identification and selection of interrelated LOs, that are able to provide complementary 
and sometimes sequential contents that compose, as a whole, the final content.

Maratea et al. (2012) sought to realize the automatic extraction of metadata defined 
in the general category, contemplated by SCORM - CAM, to classify LOs composed 
of scientific articles. As some of these metadata, according to the authors, are closely 
related to the structure and sections of the document, as in the case of the title and the 
description, and others are evaluated from their own content, such as language and 
coverage, different techniques were implemented for each metadata type. For metadata 
extraction considering structural information, a preprocessing step on each PDF file 
was applied, obtaining, for each one, an XML file that separates and organizes each 
section of the document. This resulting file was then submitted to an analysis strategy 
based on rules for extracting the metadata. The Vector Space Model was used as a 
strategy for natural language processing. For this purpose, all of the documents lay-
out information was removed. From the tests applied on a set of 17 scientific papers, 
Maratea et al. (2012) found that the techniques proposed by them allowed the correct 
extraction of metadata, with a good accuracy level. Therefore, they proposed, as future 
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work, the extraction of more complex metadata and in documents less structured than 
those used by them. 

Huynh and Hoang (2010), in turn, sought to relate scientific articles based on meta-
data extracted from PDF documents available on the web. According to them, based on 
the obtained metadata, it is possible to know the documents in which a given article is 
referenced. To do this, they developed a system that uses information about the docu-
ment layout, rules built from models and an ontology, which they had built, for papers 
related to computing. The authors point to the fact that, in the proposed approach, care 
must be taken when creating rules and models, and that the survey of several models 
consists of a laborious task that requires time and domain knowledge. Thus, they pro-
pose as future work to combine their current methodology with the use of machine 
learning algorithms, in order to increase their accuracy and extract new metadata groups 
based in Dublin Core Metadata. Also in this sense, the authors state that the creation of 
rules and models for metadata extraction in bibliographical references, together with the 
identification of the relationship between them, could help user to identify documents 
which reference each other, as well as to check if a given reference is valid. After a brief 
presentation of the main steps performed by their algorithm for metadata extraction, as 
well as showing some examples of rules defined by them, Huynh and Hoang (2010) did 
not make it clear in their article how the obtained metadata can be used for organizing 
documents in digital libraries. The same can be said regarding the use of these metadata 
for identifying relationships between different articles.

A very similar strategy was used by Guo and Jin (2011b), when they present a system 
called SemreX. It is a peer-to-peer (P2P) system for sharing text documents between 
researchers in computer science, that implements a framework based on rules for ex-
traction of metadata related to the title, authors, abstract, periodicals, volume, year and 
pages present in citations and references from scientific articles. The PDF files, from 
which metadata is extracted, are converted by the system in two different formats: a 
simple text file and a XML. The text file contains all the text of the source file, but with-
out layout information. XML, in turn, uses spatial references from the source document 
to reference the blocks of text and then, for each one of them, store the layout data. For 
the authors, the formatting information helps to identify the type of content and assists 
in the extraction of metadata, making the process more accurate. From thereon, the au-
thors apply algorithms based on rules, with the use of knowledge bases, for extracting 
metadata and subsequent update of the knowledge base used.

The approaches proposed by Huynh and Hoang (2010), Guo and Jin (2011a) and 
Guo and Jin (2011b) consist of efficient ways to extract metadata from scientific ar-
ticles. However, they exploit the structural aspects of the documents as a primary ref-
erence for the adopted strategy. Such approaches may not be effective when the set 
of documents is heterogeneous, as in the case of pedagogical contents that does not 
necessarily have a standardized structure for the presentation of its contents, as occurs 
in scientific articles.

According to Tuarob et al. (2013), DataOne consists of a data network built to facil-
itate access to data about ecological and environmental sciences worldwide. These data 
are obtained from different providers and made available through a search interface 
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called ONEMercury. However, the set of keywords used in searches by users is preset 
and can be changed only by system administrators in order to avoid the appearance of 
invalid keywords, because this set is used for manual annotation during the survey pro-
cess data which, as seen, are derived from different sources. Thus, the problem lies in 
the fact that, in this way, it is necessary to deal with different annotation levels on data 
obtained from different sources, of which many may contain meaningless annotations 
to the ONEMercury, causing data to be lost during searches. Therefore, the authors 
present algorithms they developed for automatic metadata annotation. Their strategy 
consists of transforming the problem of annotation in a tag recommendation problem, 
based on a keyword library, like the one understood by the ONEMercury. In short, 
the poorly recorded metadata in the files analyzed, with respect to the set used by the 
DataOne search interface, are again annotated with similar metadata, resulting in a new 
annotation and decreasing the chances of not being considered on user research. As can 
be seen, the problem presented is mainly due to the diversity of data sources employed 
by the DataOne, as they need to be surveyed from a single interface that uses its own 
library of keywords.

Techniques of IR were employed by Tuarob et al. (2013) in their algorithms. How-
ever, these require, as pointed out by the authors, a large training over the keywords 
library, which can be expanded and modified at any time by the system administrators, 
requiring new training. In addition, the tag recommendation process should be better 
evaluated, according to them, with regard to its efficiency and scalability. 

According to Dorça et al. (2016), students tend to have better performance when 
studying customized contents according to their preferences. Therefore, the authors pro-
pose an approach that classifies and filters LOs according to the student Learning Style 
(LS), by means of an expert system that implements a set of rules and automatically 
recommends the best adapted and ranked LOs to the student, based on a dynamic study-
ing modeling approach and considering the IEEE LOM. They also emphasize the need 
to perform automatic correlation between LSs and LOs due to the high difficultly in 
manually obtaining the best LO to each student. So, the automatic recommendation of 
LO to LS covers a relevant aspect of content recommendation, but the LOs themselves, 
principally inserted in large repositories, have their own composition as an important 
issue. Thus, if on one hand we must deal with the selection of the best LO for a student, 
as exposed by Dorça et al. (2016), it is necessary to treat, on the other hand, the proper 
composition of this LO, which also consists of a work that is difficult to be carried out 
by educators, content writers and tutors who work in the elaboration of content for e-
Learning. Similarly, ensuring the accessibility, reusability and interoperability of LOs is 
an important factor in this sense and requires mechanisms capable of describing, clas-
sifying and relating them, such as the ontology model and the application profile of IEEE 
LOM proposed by Solomou et al. (2015). Such as Dorça et al. (2016), Tarus et al. (2017) 
propose a system to recommend learning resources to learners on a hybrid approach that 
uses ontology and sequential pattern mining.

To assist in the processes inherent to IR there are several available tools and frame-
works. Lipinski et al. (2013) presented an evaluation of different approaches and tools 
for metadata extraction from headers of scientific articles. Nauerz et al. (2008) proposed 
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a framework using UIMA and Calais. Engelhardt et al. (2006) used the JENA frame-
work. Maynard (2008) presented a benchmarking of automatic text annotation tools, 
concluding that the GATE achieved the highest overall rating. Among the surveyed stud-
ies, the ones that are more closely related to this research are those grounded in the 
standard SCORM and dedicated to extract metadata from LOs based on their Content 
Aggregation Model. Among these, some also sought to establish relations between the 
LOs based on metadata defined by the relation category, but they ended up proposing 
extensions to the metadata and a specific LMS to apply these extensions, which reduces 
the portability and compatibility of the content package in other systems.

3. A Methodology for the Recommendation and Aggregation of  
Related Learning Objects 

The diagram in Fig. 1 shows an overview of our methodology for recommendation and 
aggregation of related LOs, in accordance with SCORM, as proposed in this paper. It 
covers three stages, briefly described in the following sections.

The first step consists of relevant information retrieval to each of the LOs. Thus, 
from a knowledge base represented by (2) in Fig. 1, a set of LOs (1) is subjected to a 
process of automatic metadata annotation (3), that identifies and classifies its key terms 
and relevant concepts. Then a hierarchical classification of these terms and concepts is 
made regarding their level of relevance (4). The LOs, properly annotated (5), are then 
stored in a repository (6), from which they can be selected (7) and used for the composi-
tion of a given content. This content is subjected to a related content recommendation 
process (8), from the documents in the repository. In this process, other LOs are searched 
in order to be aggregated as related content and, in the end, the recommended documents 
can be kept or deleted manually (9). Joining preselected documents and recommended 
documents, a content package in SCORM format is generated according to the specifica-
tions of SCORM-CAM (10).

Fig. 1. Flow of the processes to be performed.
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3.1. Relevant Information Retrieval to a LO’s Content

When building a particular course or class, the contents of the used LOs are associated 
with a particular   knowledge field. Therefore, it is necessary to retrieve information, 
from their content, that can represent it as a whole, summarizing the main issues ad-
dressed in it, and that are relevant to the   knowledge field to which it is related. Thus, 
in a text that deals with the biography of an important composer of classical music, 
for example, it is not interesting to identify any names of people or places that occurs 
in it, but rather those that are related to the knowledge fields comprised by the classi-
cal music domain, so that they can then be further analyzed regarding their relevance 
to the content of the document itself. These elements will make up the set of the most 
relevant terms and concepts to the document, which characterizes it as the content 
present in it.

In this context, it is necessary to have, as a primary reference, a domain model able 
to characterize and represent the knowledge area to which the LOs belong, over which it 
intends to apply strategies for information retrieval that, in this case, becomes a relevant 
information retrieval process. Thus, as discussed in the literature, the use of a domain 
ontology is fundamental.

Given this, a strategy for information retrieval was defined, which uses a domain 
knowledge base, made up of a domain ontology and a dictionary of terms that contem-
plates this ontology. This strategy consists of two main stages. The first stage consists of 
the generation and automatic annotation of metadata to identify key terms and relevant 
concepts, from the domain knowledge base. The second consists of the analysis of previ-
ously annotated metadata, seeking the hierarchical classification of the elements identi-
fied by them, such as their relevance regarding the content as a whole. At the end, the 
result is a list of terms and concepts, ordered by their degree of relevance. Both stages 
are carried out during insertion of new LOs in the content repository, which comprises 
four main processes in accordance with Fig. 2. The first two consist of the loading of 
new LOs and of the automatic annotation for each of them, comprising the first stage. 
Next, as part of the second stage, which uses the output generated by the previous stage, 
a hierarchical classification process of the annotated elements is performed, followed by 
the storage of the LOs, along with their metadata, in the content repository. Each of these 
processes will be detailed in the following.

To be loaded, the new LOs need to be inserted in a corpus of documents, which re-
ceives a name, so that they can be grouped and identified within the repository, enabling 
their easy recovery for composition of a given content. Thus, an existing corpus can be 
loaded from the repository, or a new one can be created.

Fig. 2. Loading, annotation and storage of new LOs.



Automatic Content Recommendation and Aggregation According to SCORM 235

Once loading the new LOs in their suitably corpus, the following process consists of 
the automatic generation and annotation of metadata, on each of the documents. In or-
der to optimize the identification of symbols, terms and concepts that may be annotated, 
it is important that only the textual data inherent in the document content and those 
relevant to their identification, such as authors, title and keywords are present. Thus, 
the first process to be performed is the removal of the marks that are not standard of 
text layout and structuring, as well as marks and annotations inserted in the document 
by authoring and editor softwares, or any others that do not belong to a standard input 
set. Thus, in the case of LOs in HTML format, for example, the text and the proper 
text markup language elements would be maintained, and any other data not belonging 
to this set would be removed, avoiding their processing in the following steps, which 
could affect the desired output, besides unnecessarily increasing the processing time of 
each document.

After removing the marks, it is also necessary that the different symbols present in 
the document be separated and identified as numbers, punctuation symbols or words. 
This is an important preprocessing stage for other processes because, besides the meta-
data related to the domain knowledge base, other metadata groups must also be an-
notated in the following steps, with respect to the grammatical class of a term within a 
sentence, or even for each sentence recognition, for example. These processes use up 
the application of different sets of rules, lexicons and data from the knowledge base to 
process each symbol on the document, which shows how much a correct separation and 
identification of these affects the efficiency and accuracy of the process of generation 
and annotation of metadata as a whole.

Once the several symbols present in the document have been identified, the au-
tomatic process of generating and annotating metadata for identifying the terms and 
concepts relevant to the content of each LO begins. All terms and concepts in the docu-
ment that are defined in domain knowledge base, must be properly annotated with its 
kind, taxonomic position and classification according to the ontology. In addition, it is 
also necessary that they receive annotations related to its grammatical class, consider-
ing that nouns and proper nouns, for example, may have greater potential of relevance 
than others, such as adjectives and adverbs. Thus, from the beginning to the end of the 
document, each line needs to be examined, applying a set of rules in order to identify 
and separate each of the sentences, so that the grammatical class of a term or concept 
may be identified by an analysis of its syntactic position within the sentence to which it 
belongs. So after the text subdivision into well-defined sentences, their terms and con-
cepts can receive annotations with metadata identifying its grammatical class. Those 
who are not properly identified are annotated as “unknown”. All these metadata are 
extremely important so that it will be possible to submit one or more LOs to the process 
of automatic recommendation of content.

At the end of the process, it is necessary to seek references for symbols that have 
not been identified, but may be related to important terms and concepts for the content 
of LO. For that, matching algorithms should be applied, so that each term annotated 
as “unknown” can receive the same annotation given to a corresponding term that was 
previously annotated.
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Once a corpus, present in the content repository, has passed through the automatic 
metadata annotation process, the hierarchical classification phase of their key terms and 
relevant concepts starts, in which it is necessary to determine which of these elements 
are the most representative regarding the pedagogical content of each LO. For this, each 
one of them needs to be analyzed in order to assign them a value that allows measuring 
its relevance to the content of the document and in accordance with the domain knowl-
edge base settings.

The techniques used at this stage, to the calculation of the relevance of each term 
annotated, were defined based on the literature on information retrieval and text mining. 
As described in the literature, for information retrieval there are some techniques that 
consider the relations of the terms and concepts of a given text with all text found in a 
collection of documents. These were not used, because they are applied primarily to the 
calculation of similarity between documents, or between them and the input data from 
a query, provided by a user (Morais and Ambrósio, 2007), whereas the aim of this study 
is to establish relations between different documents, seeking not the similarity, but the 
completeness between their contents. Therefore, techniques were employed that allow 
analysis of the terms and concepts in relation to the document itself.

The goal is to associate, to previously annotated metadata, metrics about the fre-
quency of the term in the document and about their potential relevance, based on their 
position in the document structure, in the sentence where it occurs and in its grammatical 
classification. To each metric are calculated the final relevance of the term under review, 
which goes also to be associated with it as a new metadata. The relevance final values are 
used to generate a vector of relevance, which contains the terms better weighted, ordered 
by the greater weight, representing the hierarchically most relevant information to the 
document contents to where they belong. This vector of relevance will be given as input 
to the process of automatic recommendation of related contents.

After the processes of loading, automatic annotation and hierarchical classification 
of relevant terms and concepts, the LOs contain all the information necessary for the 
subsequent composition of a given unit of learning and submission to the related content 
recommendation processes. Thus, the corpus where they are located can be closed and 
stored in the content repository.

3.2. Automatic Recommendation and Aggregation of Related LO

Since there is a repository of LOs, properly indexed and that have been submitted to 
the processes for relevant information retrieval as defined in the previous section, these 
LOs are ready to be submitted to the searching and related content recommendation pro-
cesses, according to the strategy defined in this research. Its main processes are shown 
in Fig. 3.

Fig. 3. Recommendation and aggregation of related LOs – main stages.
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The first process consists of selecting LOs to compose the main content of a SCORM 
package. Then the automatic recommendation and aggregation of related content pro-
cess is performed, in conformity with the relation category. Finally, the user responsible 
for the development of pedagogical content can then select from among the recom-
mended LOs, those who actually will be aggregated to the main content and inserted 
into the SCORM package. So, it is an automatic recommendation process, followed by 
a semi-automatic process to aggregate the selected content.

Once the user has accessed the repository of LOs and selected those that will com-
pose the main content, the list of them is given as input to the next process, which will 
perform the automatic recommendation of content related to them, from the content 
repository. The structure of the main content is covered and each of their LOs have 
their metadata analyzed in search of their relevant concepts, prior and duly annotated 
and classified hierarchically into the vector of relevance. For each identified concept a 
relation with their classification in the domain ontology is established, which, in turn, 
describes a graph in which the classes of concepts define its vertices and the relations 
between them are defined by their edges. From these relations, between an annotated 
concept and its ontological class, other relations that can be established between one 
concept and the others present in other classes of ontology are identified. Thus, for 
each identified ontological relation, an association in the format (LO, relevant con-
cept, relations) is generated, where the number of associations for a LO is defined by 
the sum of the associations generated for each of its relevant concepts, when each of 
them can have more than one relation depending on the number of edges in the vertex 
that defines its ontological class. The generated associations are displayed to the user, 
while the process is repeated for the next relevant concept, until all the vector of rel-
evance is covered, or until the user decides to stop the process of analysis and jump 
to the next LO.

Once all LOs that composes the main content has been analyzed, the various as-
sociations of concepts that were generated for each of them are then transformed into 
recommendations of related LOs. The recommendations are listed so the user can select 
those he wants to keep. Then, they are stored so that they can be used in the packaging 
process, which is responsible for aggregating all of the contents, in accordance with the 
SCORM-CAM, and generating the content package in SCORM format. The process 
of generating recommendations, goes through the list of LOs of the main content and 
retrieves, for each of them, the associations previously generated and stored. These are 
used to generate a set of recommendations for each of the LOs, from the concepts and 
relationships contained therein. For each association of a LO we recovered: its relevant 
concept, the relations contained therein and, from these, the ontological classes pointed 
as associated with the relevant concept. From these ontological classes, a search is per-
formed in the content repository for LOs that belong to them and have, among its most 
important concepts, the concept in the association being analyzed. For each LO found 
in the repository that matches these criteria, a recommendation of this LO as being re-
lated to that LO of the main content is then generated, for that type of relation, and has 
this format: Recommendation(LO, relation(concept, recommended LO)). All recom-
mendations generated are listed, allowing the check of the title, abstract, keywords and 
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authors of each LO. At this point, the user can select the recommendations he wants to 
keep to the composition of the final content of the SCORM package.

The packaging step includes the process responsible for the aggregation both of the 
main content as the recommended content, generating the SCORM package ready for 
publication in an LMS. At this stage, one list of LOs is generated from the main con-
tent and given as input to the packaging process, where the imsmanifest.xml file, that 
is responsible to describe the SCORM package content, is written to store the access 
information to the content through the SGA, as the specifications of SCORM-CAM. 
For each LO in the list, the metadata related to its title and the URI containing their ad-
dresses are retrieved from the repository, so that the reference in imsmanifest.xml can be 
created. After the aggregation of all the main content, the list of LOs is then processed 
to the aggregation of the related content. For each LO from the main content the recom-
mendations previously generated for each of its relevant concepts are then retrieved. 
These recommendations are analyzed and the recommended LOs also have their title 
and URI retrieved from the repository, becoming to be associated with the main LO, so 
that the LO on the recommendation is associated by means of the appropriate attribute 
of the relation category and its reference is, then, inserted in the imsmanifest.xml. At the 
end, all the LOs are copied from the content repository and encapsulated together with 
the imsmanifest.xml file, composing, finally, the SCORM content package resulting from 
the entire process.

4. Related-Content Aggregation and Recommendation System

In this section, we present our strategies and approaches to address the methodology 
steps presented in Section 3. We used the IDE NetBeans to prototype a related-content 
aggregation and recommendation system. In particular, we used GATE plugins, present-
ed in Cunningham et al. (2012), to develop a Java application with four modules: i) As-
signerRelevance, for automatically metadata annotation and hierarchical classification 
of relevant concepts; ii) AssociationsBuilder, to generate relations between the relevant 
concepts and the domain ontology; iii) RecommendationsBuilder, to generate related-
content recommendations from the pre-established relations, and; iv) DocScoreRecom-
mendationsBuilder, to score and rank recommended documents. 

Section 4.1 presents the domain knowledge base with the dictionary of terms and the 
domain ontology. The sections 4.2, 4.3 and 4.4 discuss the processing steps and present 
the implemented modules.

4.1. Domain Knowledge Base

In this work, we use the classical music as our domain knowledge area. Particularly, 
we built a knowledge base with a dictionary of terms and domain ontology for classical 
music, using them to automatically annotate terms and concepts. Terms in dictionary 
are grouped in ontology classes interrelated by links and taxonomic relationships. The 
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dictionary contains 37.183 terms and concepts, distributed in 47 ontology classes. Fig. 4 
shows an excerpt of the taxonomic classification file “lists.def”. 

The OntoMusica ontology was a candidate ontology for the classical music domain 
area. However, such ontology contains few classes of concepts with a few relations be-
tween them. Thus, we proposed an ontology with 39 classes and 31 relations between 
them. To model our ontology we used the Unified Modeling Language (UML) and to 
build it we used the GATE’s ontology editor, as shown in Fig. 5 and Fig. 6.

Fig. 5. Modeling domain ontology.

Fig. 4. Part of the file “lists.def”.

Fig. 6. Building ontology.
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Different from Lu and Hsieh (2009), in our ontology the relations between classes 
are not based on the document structure, but are based on the topic organization present-
ed by NAXOS and in the text characterization from their central theme, which is suit-
able for documents that consists of LOs, i.e., a unit of learning whose content presents a 
certain subject and ends in itself, that may or may not be extended, but in any case, being 
able to be understood by itself (Hernandez, 2009). 

Thus, using a class diagram, it was possible to map the relations defined in the 
relation category for the relations established in the UML, through associations, ag-
gregations, inheritances and specializations. This approach allowed confer a semantic 
character to the metadata from relation category, when having, for example, two class-
es denominated Composer and ComposerBiography, whose association takes place 
through an aggregation, with which it is established that Composer has a relation of 
the type haspart with ComposerBiography and this, in the opposite direction, estab-
lishes a relation of the type ispartof with Composer. Considering that the class diagram 
was used for modeling a system for cataloging composers, the aggregation relationship 
between a composer and his biography would be coherent. Likewise, it was observed 
that the haspart and ispartof relations may contain the same meanings denoted to the 
aggregation in the UML. In another example, a musical work is part of a composer, as 
an aggregation, in which if a composer ceases to exist, his works too. Therefore, there 
is an aggregation of the type haspart and ispartof between the classes Composer and 
MusicalWork. The same was seen for the other relations and their respective associa-
tions in the UML. Between composer and historical period, it can be considered that a 
composer is associated with a period, but if this period ceases to exist in the study of 
history, the same does not occur with the concrete elements that were associated with 
it. Thus, if a composer was associated with an historical period, and this ceased to exist, 
the he can be associated with other period. Thus, it was adopted that a composer has 
as a reference a historical period and a historical period make reference to a composer, 
receiving the references and isreferencedby associations. In turn, the understanding of 
music history requires an understanding of each of its periods, to the extent that each 
period can be viewed as a specialization of HistoricalPeriod class. This also applies to 
musical genres, because the knowledge about all musical genres requires the knowl-
edge of each genre in particular, to the extent that each genre can be viewed as a spe-
cialization of the MusicalGenre class. In these cases, there is a relationship of the type 
isrequiredby and requires, in sense that the general class requires specialized classes 
and these are required by it. In the case of musical work and musical genre, if a musical 
work is characterized as an opera, for example, it means that their composition is based 
on this musical genre and that this musical genre, in turn, served as a basis for their 
composition, making an association between the musical work and the musical genre. 
Thus, there is a relation of isbasisfor and isbasedon.

The relations receive the following weights for association of the metadata in the 
SCORM: requires/isrequiredby and isbasisfor/isbasedon are strong relationships, in 
the didactic and pedagogical sense, where a content needs the other to be understood; 
therefore, the LOs will be interrelated as prerequisites. In turn, references/isreferencedby 
and ispartof/haspart presuppose that there is no mandatory complementary relation-
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ship, where documents complement one to another but do not depend on each other to 
be understood, so the LOs will not be related as prerequisites one to another, but only 
as supplementary materials. Finally, a map was created through the editor of the GATE, 
which associates each list of dictionary terms to a class from the ontology. This map is 
stored in a text file that, along with the dictionary of terms and the RDF file containing 
the ontology, makes up the domain knowledge base defined and used in this research.

4.2. Retrieval of Relevant Information

As discussed in Section 4.1, to be able to recommend and aggregate related LOs, it is 
necessary that they have undergone a preprocessing step, which aims to retrieve in-
formation relevant to their content, enabling the analysis and identification of possible 
relations between them. To implement this step we used a plugin from GATE frame-
work called ANNIE, discussed in Cunningham et al (2012), and the AssignerRelevance 
module, that was implemented as part of this work. The ANNIE subdivides the text into 
symbols and sentences, annotating the terms with their grammatical class and indicating 
its ontological class. The AssignerRelevance in turn, implements the algorithms to the 
generation of the other metadata, defined for this step, to which have been associated 
metrics necessary for information retrieval, as well as performs the hierarchical classifi-
cation of these elements, from the relevance attributed to each of them.

From the domain knowledge base, the generating processes and automatic annota-
tion of metadata, as well as the hierarchical classification of relevant terms and con-
cepts, are realized upon the insertion of new LOs in the content repository as defined 
by the proposed methodology. For manipulating the repository, a Serial Data Store was 
implemented, using the API of the GATE, which serializes and stores the LOs in their 
respective corpus.

Since new LO, that will be inserted in the content repository, have been loaded by the 
system from its original repository, the next step consists in the generating process and 
automatic metadata annotation in each of the documents. For this purpose, the system 
uses the ANNIE plugin. This takes as input the corpus containing the LOs, the dictionary 
of terms, their mapping to the ontology and the domain ontology. The output of ANNIE 
consists of LOs containing terms and concepts annotated regarding its grammatical class 
and their ontological classification. As a preparation stage of the LOs for the recom-
mendation of related content to them, after the annotation of metadata, it is necessary 
that the terms and concepts annotated are classified according to their level of relevance 
regarding the content as a whole. Finally, the LOs are persisted, with the appropriate an-
notations, in the content repository.

For the hierarchical classification of the key terms and relevant concepts, the system 
uses the AssignerRelevance module, which was implemented to receive as input a list of 
LOs and provide as output the same list, but with new metadata inserted into each LO, 
for each term or concept previously annotated, and a hierarchical classification of their 
set based on the level of relevance of each them in relation to the text as a whole. The 
new metadata inserted by AssignerRelevance contain metrics of relevance to each of 
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the terms and concepts. From the analysis of the new generated metadata, it is possible 
to associate, to the term or concept, a certain weight, which can be inferred based on a 
set of different indicators of relevance. The Table 1 lists some of these indicators with 
the approaches commonly used to measure them (Morais and Ambrósio, 2007). Using 
a combination of these approaches, the calculation of the relevance for each annotated 
term is carried from the formulation proposed in this work, which is illustrated in Fig. 7 
and set forth below.

From the formulations shown in Morais and Ambrósio (2007), Roy et al. (2008), 
Tuarob et al. (2013), the following formulation was proposed for this work: consider 
that VT is a vector of relevant terms , Rti is the relevance of a term ti, Fabs(ti) the absolute 
frequency of a term ti, Frel(ti) the relative frequency of a term ti, Ttit is a term in the title 
of a document di, TKW a term present in the keyword set of a document di, TS is a term 
that is substantive, TFrel is the term with the higher frequency relative and Sentti the 
sentence where the term occurs. So, the following functions are defined: (1) returns the 
absolute frequency of the term ti in the document di; (2) returns the relative frequency 
of the term ti in the document di, where N is the total number of terms in the document; 
(3) receives a term ti and the sentence where it occurs and returns 1.5, if it is followed by 
a noun preceded by a linking verb, increasing its relevance, or 1 otherwise; (4) returns 
a factor of relevance of a term ti for the document di, where it occurs, from a valuation 
based on a combination of parameters in Frel(ti), Ttit, TKW and TS; (5) returns the final 
relevance of a term ti for the document di where occurs, using the values returned by (3) 
and (4) to confirm the weight of (1).

Table 1
Relevance indicators and possible approaches

Indicators Possible approaches

More used words in the text, without 
stop-words

Calculus of the relative and absolute frequencies of the word in 
their respective document

Words present in titles, keywords and 
abstracts

Word position in the different text sessions, from an analysis of 
the document structure

Words that are substantives and comp-
lements

Semantic analysis and identification of the syntactic position of 
the word

Words that can be defined by others in 
the sentence

Semantic and syntactic analysis to verify the relations between 
two words in the sentence. Example: Mozart is a co+mposer

Fig. 7. Defined functions to the relevance calculation.
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Employing the functions defined in Fig. 7, for each term ti in di, it is calculated 
Fabs(ti) = FreqAbs (ti, di) and Frel(ti) = FreqRel (ti, di). For every term ti in di is set its 
relevance Rti: Rti = [ti, FuncRel (ti, di)]. If Rti >=0.25, VT  [ti, Rti]. The variation 
between 0.25 and 2.0 for the return of (4) splits, maintains or doubles the initial weight 
assigned to term by (1), generating its final relevance value.

Fig. 8 illustrates part of an LO, in HTML format, containing the annotated terms 
and corresponding metadata generated up to this step, visible when the mouse cursor 
is over one of this terms. Fig. 9 shows part of the generated file for registry of the data 
generated for each LO.

4.3. Associations Building

Once all the previous steps are completed, for each LO present in the repository, the 
result is a VT associated with each document. The next step consists in identifying the 
possible relations for each LO, based on the VT elements. For this, the system uses the 
AssociationsBuilder module, which receives as input the list of LOs present in corpus 
and provides as output the associations that are possible for these documents, based on 
the relations described by the domain ontology, from classes to which the terms and 
relevant concepts in VT are associated. These associations are entered in the form of 
metadata in each of the LOs. To this, a parser for the domain ontology was also devel-
oped, using resources of the GATE’s API, that is used by the AssociationsBuilder and 
was called OntologyParser.

Thus, for each element in VT, its metadata are analyzed and the class to which they 
are associated in the ontology, previously annotated, is retrieved. From this class, the 
parser returns the superclass and subclasses associated with it, as well as the possible 
relations that it establishes with the other classes, which were set during the modeling of 
the ontology and that obey the vocabulary of the relation category of the SCORM: re-
quires and isrequiredby, ispartof and haspart, references and isreferencedby, isbasedon 
and isbasisfor. Each association contains the relevant term, its class, subclasses and rela-
tions, which have their class as domain and the associated class as range, forming a graph 
on the ontology where the classes are the nodes and the relations are the edges that con-
nect them. Once the associations are completed, the LOs contain all information neces-

Fig. 8. Annotated word in a LO and respective metadata.

Fig. 9. Part of the log file of the annotations and generated metadata.
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sary for the process of automatic recommendation of related contents. Fig. 10 illustrates 
part of the generated file to verify the associations annotated in their respective LOs.

After generating the appropriate associations for each LO, the relevant information 
retrieval step concludes. Thus, the LOs can then be finally persisted in the content re-
pository, along with their metadata, remaining available to content authors who want to 
use them to compose a unit of learning.

4.4. Recommendation and Aggregation of the Related Los

Once a set of LOs was selected from the repository to the composition of a given didac-
tic and pedagogical content, these can be submitted to the process of automatic recom-
mendation of related contents. For this, we used the system module called Recommen-
dationsBuilder, which was implemented in order to receive as input a list of LOs and 
provide as output another list, containing a set of LOs recommended as content related 
to the LOs from the input list. So, this process consists to generate a set of recommenda-
tions for each LO from the input list, so that each recommendation points to another LO 
in the repository and identifies the type of relationship established with the LO to which 
has being recommended.

Iterating over the input list, each of the listed LOs is retrieved from the repository. 
Among the metadata annotated at each LO, in the previous steps, are the various as-
sociations generated from their most relevant terms and concepts, based on the domain 
ontology structure. Thus, for each association found, the relations that comprise it are 
analyzed and the classes of terms that they point to are identified. So we have, through 

Fig. 10. Part of the log file of the generated associations.
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these relations, arches that connect the document to several other classes of concepts for 
each of its more relevant terms. Thus, for each relation presented in each of the associa-
tions generated for each of the most relevant terms, in each LO of the input list, a search 
is performed in the content repository for others LOs, whose most relevant terms belong 
to the reach class of the term through the relationship under review. For each found LO 
its VT is analyzed. If it contains the source term of the association under analysis, this LO 
is then recommended as related content to the main LO and the type of relationship is de-
scribed as being of the type described in the association of source term. Fig. 11 illustrates 
part of the file that records the recommendations generated for the respective LOs.

In order to refine the recommendations generated and prevent a large number of 
irrelevant recommendations, even if these have been built through all the processes de-
scribed above, a final processing step is performed to return to the user the list of rec-
ommended LOs. It is a process of ranking the recommended documents for each of the 
associations.

The recommendations previously generated, sometimes, brings more than a recom-
mended document for the same type of relationship, from the relevant term contained 
in a same association. Therefore, it is important to determine which of these documents 
are the most recommended. This process is performed by the system module called 
DocScoreRecommendationsBuilder. This module takes as input the recommendations 
for each LO under review, generated by the RecommendationsBuilder. From these rec-
ommendations, to the documents identified as related to each term of a given recom-
mendation, are given a score that indicates, among these documents, to which of them 
the source term of the established relationship is more relevant.

It is important to note that, at this stage, the terms present in the recommendations 
have already been weighted according to their relevance to each document, by Assign-
erRelevance. So, the process performed by DocScoreRecommendationsBuilder is not 
to give a new relevance to the concept, but to group different documents identified as 
related to the LO under review from that concept, that appearing as relevant to them all, 
and tell to which of them this concept is more relevant. For this, this system module 
uses a plugin of the GATE called SearchPR, that receives a term and a collection of 
documents, returning, for each document, a score that indicates how that document is 
important, considering the term given as input.

Thus, the list of recommendations returned to the user is able to point, for each re-
lationship established, the recommended LO that is more closely related to the LO for 
which the recommendations were generated.

Fig. 11. Part of the log file to the generated recommendations.



D.E. Neves et al.246

5. Tests and Results

As part of this work it was organized a LOs repository, consisting of 8.967 documents, 
whose contents are comprised within the field of classical music. For the tests and 
evaluation of results, the performing of a manual metadata annotation step and indica-
tion of relevant terms was necessary, as will be described below. Thus, because of the 
difficulty inherent in manual execution of these processes, a sample was generated 
from the total of LOs present in the repository, keeping the same ratio on the percent-
age of documents for each category. The documents were selected automatically and 
randomly, as shown in Table 2. Of the 111 documents obtained, 10 have only the name 
of a composer and a discography with his works. These were not analyzed, resulting in 
the end in 101 documents.

Four education professionals accepted the invitation to contribute to this research, 
voluntarily and according to the procedures described in the informed consent form, 
duly submitted to the Ethics Committee of the University. Each collaborator has been 
requested, after having properly agreed, to conduct manual annotation of all documents 
101 of the final sample, also indicating the terms they thought most relevant among the 
annotated terms, to each document, from which others documents that were related to 
them should be recommended, in order to extend or supplement its content. Only three 
collaborators have concluded the activity within the period provided for thirty days, 
resulting in 303 annotated documents. Two results with a greater number of annotations 
were used to analysis the, whose collaborators are identified as A and B. Each docu-
ment was analyzed and had the annotations manually computed. The terms indicated 
as most relevant, by each collaborator, were by them listed in a spreadsheet, for each 
document.

Table 3 presents the manual annotation results for collaborators A and B, including 
the number of manually annotated terms, the number of relevant terms for the domain, 
and the overall accuracy achieved by the manual annotation. Additionally, Table 3 pres-
ents the percentage of accuracy for each collaborator, and the average of annotations by 
document classes, allowing a refined analysis of the behavior of the collaborators re-
garding the annotation process, as will be discussed below. Other important information, 
which is contained in Table 3, is the final count of terms indicated as most relevant on the 
sample, either by each of the collaborators or by the sum of the results. The importance 

Table 2
Composition of the initial sampling

Classification Number of documents Sampling Percentage

Composers Biographies   37   33,3%
Historical Periods     2     1,8%
Glossary Words   14   12,6%
Musical Works   58   52,3%

Total of documents: 111 100,0%
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of this information lies in the fact that the basis for relations between the documents, 
according to the proposed methodology, is the vector of relevant terms generated for 
each document.

The annotated terms and concepts that did not concern the field of classical music 
were not considered relevant, having as main reference the domain ontology, and those 
that referred to general information such as “winner of four awards”, and “born in Paris”. 
These annotations were applicants in the case of Collaborator A. These terms were also 
not computed in the counting of terms indicated as most relevant for each document.

Table 4 shows the number of matching results, consisting of the intersection set of the 
annotated terms by both collaborators, for each class of documents, as well as the terms 
which have been indicated, also by both, as the more relevant regarding the sample. 
These data allow an analysis of possible variations on the pattern of annotation adopted 
by different actors, i.e., the collaborators A and B.

During the analysis of the material, we can see the difficulty in maintaining consis-
tency in the manual annotation process. To annotate documents belonging to the same 
class, with the same format and standard for availability of information, sometimes a 
particular set of terms has been marked as relevant, sometimes not, for the same col-
laborator. For example, in texts relating to musical works, the collaborator A kept the 
pattern of annotation, always marking the author, the genre of their musical work, date 
and place of presentation, with little variation, not annotating elements in the text of the 
synopsis, which perhaps may be the result of this tiring and repetitive activity of meta-

Table 3
Manual annotation results 

Annotations Over the Sample Coll. A Coll. B Accuracy
Total Relevant Accuracy Total Rel. Total Rel. Coll. A Coll. B

1892 1231 65,06 749 492 1143 739 65,69 % 64,65 %

Average of 
annotation by 
document by 
class

Composers Biographies     8,43     4,50   20,07   15,50 53,39 % 77,22 %
Historical Periods 156,0 117,0 123,0 117,0 75,00 % 95,12 %
Glossary Words     7,14     5,93     5,50     5,43 83,00% 98,70 %
Musical Works     4,36     2,81     6,46     1,90 64,59 % 29,40 %

Indications of more relevant terms. 287 terms 191 terms 478 total

Table 4
Count of matching results

Document classes Coincident annotations More relevant terms

Composers Biographies   53 53 coincidences to the terms 
indicated as most relevant.Historical Periods   41

Glossary Words   41
Musical Works   13

Total 148 
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data manual annotation. The collaborator B, in turn, sometimes has inserted annotations 
in the synopsis, sometimes in the technical sheet, sometimes in the names of the char-
acters of the operas, making difficult to identify the criteria adopted. Furthermore, the 
amount of annotations of the collaborator B significantly decreased between the first and 
last annotated documents. In larger documents, she indicated as the most relevant terms 
only those present on the first page.

After the completion of the work by the collaborators, as well as the analysis of the 
material produced by them, the same sample was submitted to the Recommendation 
System and Related Content Aggregation, running up all processes, from the annota-
tion to the recommendation. The results of the automatic annotation are presented in 
Table 5.

It’s possible to notice a difference in analysis parameters, between automatic and 
manual results, where in the automatic there is no occurrence of non-relevant terms, 
because of the consistency of the knowledge base and the fact that only terms present 
in it are annotated. However, attention in this case turns to the generation of false posi-
tives. These occurrences are due to difficult problems of the information retrieval and 
that are beyond the scope of this work, such as the treatment of homonyms and dupli-
cation. However, this questions and other interesting analysis will be discussed in the 
Section 6. 

As described in Section 3.1, the association phase does not process all annotated terms, 
but only the most relevant in each document. About the sample used were generated 3508 
ontological associations over 101 LOs. To specifically test the related content recommen-
dation process, was given as input the LO of the sample containing the highest content, 
it belongs to the Historical Periods class and totals 363 associations. The relationships 
established by these associations were analyzed by the system and generated a set of 
12 final recommendations for this document over the 101 LOs contained in the sample. 
These recommendations are divided as follows: one LO as isrequiredby; seven as isref-
erencedby and four as hasPart. The 12 recommendations automatically generated were 
correct and are presented in Table 6. Fig. 12 illustrates one of the recommendations. 

To perform the test, was used a machine with Intel Core i3 processor, with 2.27 GHz 
per core, 4 GB of RAM and Microsoft Windows 7. The process of loading, storage, au-
tomatic annotation and generating associations over the ontology, for all sampling, were 
run at 1 minute, 43 seconds and 2 tenths of a second. The process of generating recom-
mendations was performed in 5 tenths of a second.

Table 5
 Automatic annotation results

Annotations Over the Sample Total True Positives Accuracy

Annotated Terms: 6228 4988 80,09 %

Average of annotation by 
document by class

Composers Biographies     84,93     71,14 83,77 %
Historical Periods 1213,00 1083,00 89,28 %
Glossary Words     23,71     23,07 97,29 %
Musical Works     39,07     26,95 69,98 %
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6. Discussion

Based on the analysis of the tests performed, it is observed that the methodology pro-
posed in this research is feasible and produces the expected results, with good precision 
and efficiency, better than those obtained manually. It can be applied to different areas 
of knowledge to perform the composition of didactic-pedagogical contents, being neces-
sary only the use of a domain knowledge base related to the desired area. However, there 
are several factors that could be perceived during the tests and the analysis of the results 
obtained. These factors point to interesting discussions in the sense of seeking strategies 
to improve the accuracy achieved.

Most of the false positives obtained in the automatic annotation step are due to hom-
onyms of terms present in the contents of learning objects and in the domain knowledge 
base. Thus, terms were annotated as relevant to the domain when, in fact, they were 
homonyms of those who would actually belong to the domain, having as reference the 
knowledge base and the contents of the learning objects in which they are inserted. 
Therefore, it is necessary to look for possible approaches for the treatment of homonyms 
in the context of this work. Moreover, according to the literature, the disambiguation of 
homonyms is a difficult problem in information retrieval, needing relevant efforts to find 
new approaches to the problem.

The higher incidence of homonymous is due to the composers names and terms 
widely spread, easily present in contexts outside of domain area, as in cases of “time” 
and “scale”, that are present in the glossary as “musical time” and “musical scale”, but 
were responsible for some of false positives. In one of the documents, the phrase “large-

Table 6
Automatic recommendation results

HistoricalPeriod_SUMMARY_OF_WESTERN_CLASSICAL_MUSIC_HISTORY.htm

isrequiredby Music_Theor_Online_Music_of_the_20th_Century.htm

isreferencedby ComposerBiography_Victor_Herbert.html,  
ComposerBiography_Colin_Matthews.html,  
ComposerBiography_Antonin_Dvorak.html,  
ComposerBiography_Henry_Purcell.html,  
ComposerBiography_Erroll_Garner.html,  
ComposerBiography_William_Byrd.htm,  
ComposerBiography_Ludwig_Minkus.html

haspart GlossaryTermDefinition_Recorder.htm,  
Charles_Wakefield_Cadman.htm,  
Gustav_Mahler.html,  
Charles_Wakefield_Cadman.htm

Fig. 12. Part of the generated file to the final recommendations.
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scale composition” had “scale” annotated as a relevant term to the domain and belonging 
to the Musical Glossary.

In the specific case of the composers, the organization of the names in three lists (one 
list of full names, one for first names and another for middle names) caused a problem. 
At times, names such as Michael Tilson Thomas had more than one annotation, with 
“Michael” annotated as the second name of a composer and also as a first name, “Tilson 
Thomas” as a middle name and “Michael Tilson Thomas” as a full composer name, 
generating a false positive. Another example of false positive with homonyms happened 
with Bernard Haitink, who is a Maestro and had Bernard annotated as the first name of 
a composer. The same was observed for “York”, which is the first name of a composer, 
and was also annotated as so, in New York. In Silent Woods, Woods was marked as the 
second name of a composer. This is not a trivial matter.

Another occurrence of false positives linked to names of composers is due to those 
who have middle names identical to the names of countries. In the biography of Kosaku 
Yamada, Berlin appears both as a German city and as the composer Berlin Musikhoch-
schule and every time it was marked as the first composer name. Therefore, it generated 
false positives in cases where it was the city of Berlin. Authors whose names are month 
names, as April, also generate false positives because in English the names are written 
with the initially capitalized. However, the author’s name will still be annotated prop-
erly when it occurs in full, by the first name or middle name, if different from this case. 
Another interesting and nontrivial case occurs when a composer has one of the names 
whose term belongs to another class of terms. For example, Ballet. Ballet is a style of 
composition or musical work, but there is a composer who has Ballet as a second name. 
In this case, the term receives the two annotations, one of them being false positive. 
Concert halls with names of composers or personalities that are homonyms of compos-
ers also generated false positives.

However, it is interesting to pay attention to the fact that these false positives, has 
largely been eliminated or received very low weighting in the hierarchical classification 
process, according the function parameters of relevance calculation, described in Sec-
tion 4.2, and are not considered to the steps of creating associations and recommending 
related content. This important factor is clearly perceived to composer names when their 
first names have generated false positives. As composers are cited in most of the text 
by their full names or by their middle names, they obtained a much greater relevance 
factor than their first names, making that the first names stay, for the most part, outside 
the ontological association process and automatic recommendation, which is the main 
objective of this work and not the process of annotation.

Still, for the false positives that come to compose associations and entering the rec-
ommendation process, in most of the times the recommended documents from them 
receives, in the final step, a lower score than those that were recommended from true 
positives. This demonstrates how the proposed methodology acts as expected from the 
implementation of all of its processes, providing mechanisms to minimize the number 
of false positives in the related content recommendation. However, these false posi-
tives that will eventually be considered yet can impact the end of the process, generat-
ing recommendations not relevant and, therefore, the last filter to the recommendations 
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generated, before the aggregation of the content, is performed manually by the person 
responsible for its composition.

The use of a single list of full names could be presented as a possible solution to the 
problem of different markings on names of composers, such as Michael Tilson Thomas, 
but would create a problem with false negatives, when the authors are referenced only 
by the second name, which is very common in the literature. The use of two lists in the 
dictionary, one with full names and one with middle names, in addition to the resolution 
of homonyms and duplication, might be a plausible solution.

To the problem of composers with names of countries, the use of a trivial solution, 
such as inserting a list of country names, would seem something plausible at first glance, 
but it could generate a large number of non-relevant marks, more than the number of 
the false positives generated by the names of composers. In addition, two annotations 
would be generated to a composer name, a true positive indicating that this is a composer 
name, and a false positive indicating that is a country name, plus the annotations in the 
case when the term is really a country name, having again a true positive and a false 
positive. Thus, it was concluded that “Countries” is not a class of relevant terms to the 
music domain.

In the case of homonyms between composers, one possible approach would be to 
subdivide the composers classification, grouping them by historical periods or music 
genres and creating up heuristics based on that relationship. Anyway, the solution to 
namesake is a non-trivial case. To related content recommendation, for example, iden-
tify exactly which of the composers of the same name a given text refers may require the 
analysis of a combination of other elements of the text, to try to associate, for example, 
the name of the composer to the historical period or to the musical works, to which the 
text refers. However, assigning a score to recommended documents, as done in this 
study and described in Section 4.4, presents itself as an efficient resource to reduce the 
possibility that the content author select, in the end, a misguided text as to the existence 
of a relationship with the main content, to which is being recommended.

During the analysis of manual annotation process, it was identified that important 
places, such as opera houses, theaters and renowned music schools were noted recur-
rently by the collaborators, but are not represented in the ontology. Similarly, it is clear 
that in the texts that many terms and concepts relevant to the domain are not noted for 
being in another language, such as French, German and Italian, as is common in music 
domain. In these cases, have always false negatives for the automatic annotation pro-
cess, what will incur, in the case of the proposed methodology, in the absence of recom-
mendation for such terms.

The terms that are the same but which are identified by different annotations, do 
not have their absolute frequencies summed, in the proposed relevance function, being 
interpreted individually, as they are noted. For example, “Ernesto Lecuona”, “Ernesto” 
and “Lecuona,” were annotated correctly in the document about this author, but as inde-
pendent terms and thereby were weighted. If their weights were added and they appear 
as a single term in the relevance vector for the document, it would probably associated 
with the author’s name a much higher value relevance. However, it is clear that even re-
corded separately, the terms appear in the first places in the hierarchical classification by 
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relevance, being “Lecuona” of relevance equal to 6.0, “Ernesto” with 4.5 and “Ernesto 
Lecuona” with 3.0. This ensures that the author is considered first in the content recom-
mendation phase.

As can be noticed, there are several factors to be addressed and that can contribute to 
improve the results obtained. Some of these factors are strongly related to problems of 
information retrieval, but also point to the possibility of improvements in the organiza-
tion of the domain knowledge base and the structuring of the ontology. However, the 
proposed methodology showed to be consistent in the sense of minimizing the impacts 
of most of these factors on the process of recommending related contents as a whole, 
producing the expected results when implemented in the prototype of a Recommenda-
tion System and Related Content Aggregation, which made possible its execution and 
empirical verification of the results obtained.

7. Conclusions and Future Work

In this article, we proposed a methodology to automatically recommend related LOs 
according to SCORM, which enables the relations between LOs by using the relation 
metadata category, as defined by the standard, and without the need to use or develop 
a specific LMS to interpret such metadata. In addition, different from other approaches 
in literature, LOs are recommended as related content to previously selected content of 
reference, in order to build a learning unit, and are not based on a search process for 
related content carried by the user.

We developed one domain knowledge base, containing an extensive dictionary of 
terms and an ontology able to present a conceptualization of the domain area used and 
the establishment of relations between the various concept classes. This knowledge base 
was effectively employed by the prototype of the Related Content Recommendation 
System, also developed in this research to implement the proposed methodology. The 
following system modules were implemented to fulfill each stage of the methodology: 
AssignerRelevance for automatic metadata annotation and hierarchical classification of 
relevant concepts; AssociationsBuilder for generating associations between the relevant 
concepts and the domain ontology; RecommendationsBuilder for generating related 
content recommendations, from the pre-established associations; and DocScoreRecom-
mendationsBuilder, which gives a final score for each recommended document. The 
ANNIE plugin was used only for the process of automatic metadata annotation, using 
the knowledge base.

Based on the analysis of the tests, it was observed that the proposed method in this 
study is feasible and produces the expected results, with precision and efficiency superior 
to those achieved only by humans. It can be applied to different areas of knowledge, for 
the composition of didactic and pedagogical content, requiring only the use of a domain 
knowledge base related to the desired area, proving the truth of the hypothesis presented 
earlier. Therefore, the automatic recommendation of related LOs can help e-Learning con-
tent developers in their work of LO composition in accordance with SCORM, reducing the 
time and effort needed to develop and aggregate related content and facilitating reuse.
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There are various possibilities of future work and improvements in the results ob-
tained. Due to the fact that the proposed methodology is heavily dependent on the 
knowledge base, false negatives can occur to terms and concepts that are not present 
in it. Reducing the number of false positives in the metadata generation and annotation 
process is of utmost importance since they can impact whole process, generating false 
positive also in recommended documents. This shows that the accuracy of the recom-
mendation process is related to the accuracy of the annotation and hierarchical clas-
sification phase. Possible approaches to reduce these occurrences consist in solving the 
previously raised problems of information retrieval and also the evaluation of different 
metrics for the relevance calculation function. The first approach would seek to directly 
reduce the number of false positives on annotations and the second would seek to reduce 
the number of annotated false positives transferred to the step of association generation. 
The identification of new classes in the ontology can expand the coverage of the related 
content recommendations under the domain area. 

Therefore, this research has achieved the proposed objectives, with an effective 
methodology for the recommendation of related LOs, in accordance with SCORM. 
The system that implemented the methodology obtained positive results in the pro-
cesses of automatic metadata annotation, ontological association for the identification 
of relationships and automatic recommendation of related content. However, there is 
still much to research and advance in improving these processes such as experimenta-
tion and comparison of different metrics to calculate relevance; review, expansion and 
modification of the domain ontology, considering multiple languages or applying strat-
egies to reduce false positives and resolution of homonyms; proposal of improvements 
in the methodology.
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