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Abstract. CODAP is a widely-used programming environment for secondary school data science.
Its direct-manipulation–based design offers many advantages to learners, especially younger stu-
dents. Unfortunately, these same advantages can become a liability when it comes to repeating op-
erations consistently, replaying operations (for reproducibility), and also for learning abstraction.

In response, we have extended CODAP with CODAP Transformers, which add a notion of func-
tions to CODAP. These provide a gentle introduction to reuse and abstraction in the data science
context. We present a critique of CODAP that justifies our extension, describe the extension, and
showcase some novel operations. Our extension has been integrated into the CODAP codebase, and
is now part of the standard CODAP tool. It is already in use by the Bootstrap curriculum.
Key words: data science, functional programming, CODAP.

1. Data Science in Schools

Data science curricula are increasingly popular at the secondary school level. These often
start from the US 6th grade (roughly age 12) onward, though some curricula aim for even
younger ages. At this level, the focus is naturally not on high degrees of technical sophisti-
cation. Curricula instead want to give students a sense of data literacy with small amounts
of computing: that there are many, rich data sources; that we can process these data using
computation; that these computations help us learn facts about the world from these data;
and that these data encode various norms and may hide important information.

Our work is situated in the context of a curriculum family called Bootstrap (https:
//bootstrapworld.org), specifically the Bootstrap:Data Science (https://
bootstrapworld.org/materials/data-science) content. Earlier papers (Kr-
ishnamurthi et al., 2019; Schanzer et al., 2022) describe the goals and content of the cur-
riculum in some detail, and provide a preliminary evaluation. The programming described
there is done using Pyret (https://pyret.org), a student-friendly programming lan-
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Fig. 1. A CODAP workspace containing a table, a graph, and some text

guage based on languages like Python, OCaml, and Racket, but with many of the warts
and rough edges removed.

Unfortunately, Pyret programming can be a heavy lift for younger students. They have
to learn a specific syntax, deal with error messages (no matter how much work has gone
into their design (Wrenn and Krishnamurthi, 2017)), and learn commands to import, pro-
cess, and visualize data. Furthermore, they cannot perform these operations (such as build
visualizations) via direct manipulation, which can sometimes be simpler and more direct.

A common response to these constraints is to use a block-based language such as
Scratch (Resnick et al., 2009). However, this only addresses the syntax issues; the direct-
manipulation is limited to constructing programs, not to performing programmatic oper-
ations. Therefore, we instead chose to build atop CODAP, which we describe in Section 2.
Then, in Section 3, we describe CODAP’s weaknesses from the perspective of our cur-
ricular needs. The core of the paper, Section 4, describes our innovation in this area. Our
extension, CODAP Transformers, is already in use in the Bootstrap:Data Science cur-
riculum (Bootstrap, 2022). The materials are available completely for free on-line, so we
encourage readers to examine and use them!

2. An Appreciation of CODAP

CODAP, created by The Concord Consortium (2014) and shown in Figure 1, is a widely-
used tool for teaching data science at the secondary school level (National Academies of
Sciences, Engineering, and Medicine, 2023). The sources of its appeal are clear:

• Its basic datatype is the table, which researchers have shown even quite young students
can work with very comfortably (Konold et al., 2014).

• The tables are enriched with spreadsheet-type formulae.
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• Cases are connected between different displays so that, for instance, clicking on a value
in a table highlights the corresponding entries in derived graphs, while clicking on
points in graphs highlights the original tabular entries.

• Unlike a spreadsheet, multiple objects—tables, graphs, etc.—can coexist independently
on screen, arrayed atop a desktop-type metaphor.

• Many operations are performed through direct manipulation, which is probably sim-
pler to learn than textual programming for many users, especially younger users and
beginners.

CODAP is also a robust tool that runs entirely within the browser, thereby avoiding soft-
ware installation issues and enabling easy sharing.

3. A Critique of CODAP

Unfortunately, CODAP also has weaknesses, some of which are tied to the very strengths
we describe above. We illustrate these with an example. To be clear, these are not “bugs”
in CODAP; the tool is behaving essentially as intended. However, the consequences point
to important differences of opinion in goals and ease-of-use.

Let’s say we start with the population dataset in Figure 1 and want to find all the people
who are below 50 years of age. In CODAP, there are a few ways to do this, all of which
have their issues.

If you don’t mind being imprecise (which may be okay for a quick data exploration,
but isn’t if you want to, say, compute a statistic over the result):

• Create a new graph.
• Drag the Age attribute (“column”) to the graph.
• Select all the cases (“rows”) that are under 50 using visual inspection. (Depending on

how much data you have and their spread, you’ll quite possibly under- and/or over-
shoot.)

• Then do the last few steps below.

If instead you care to get an accurate selection, begin with:

• Add a new attribute to the original table.
• Enter a formula for that attribute (in this case, Age < 50).
• Obtain a selection of the desired cases, which can be done in several different ways,

also all with trade-offs:

1. Sort by that attribute. Unfortunately, this won’t work if there’s grouping in the table.
You’d have to select manually. (We encourage the reader to try this out: it may be a
bit harder than it seems.)

2. Create a graph as above, but of the new attribute. This will give you a clean separation
into two values. Manually select all the values in the true attribute. At least now
it will be visually clear if you didn’t select all the right values (assuming that the
dataset is not too large!).
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3. Remove the formula for the new attribute. Now drag it to the leftmost end of the
table. (If you don’t remove the formula, you’ll get an error!) Now you have all the
elements grouped by true and false (and operations performed to one can also
be performed to the other).

Either way, you’re not done! You still have more steps to go:

• If you aren’t already in the table (e.g., if you made a graph), select the table.
• Click on the “Eye” icon.
• Choose the “Set Aside Unselected Cases” entry.

Note that, in most or all of these cases:

• You’ve added a completely superfluous attribute to your dataset.
• You may have changed the order of cases in your dataset.
• You’ve lost the ability to see the original data alongside the filtered data.
• You had to take numerous steps.
• You had to remember to use the Eye icon for filtering, as opposed to other GUI opera-

tions for other tasks.
• You had to remember where the Eye icon even is: it’s hidden when a table isn’t selected.

But most of all, in every single case:

• You had to perform all these operations manually.

Why does this matter? We need data science to be reproducible: we should be able
to give others our datasets and scripts so they can re-run them to check that they get the
same answer, tweak them so they can check the robustness of our answers, and so on. But
when all the operations are done manually, there’s no “script,” only output. That focuses
on answers rather than processes, and is anti-reproducibility.

In contrast, we think of filtering as a program operation that we apply to a table to pro-
duce a new table, leaving the original intact: e.g., the way it works in Pyret. This addresses
almost all of the issues above.

Other Pedagogic Consequences. CODAP had to make certain design choices. They
made good choices for some settings: for younger children, in particular, the direct ma-
nipulation interface works very nicely. It’s a low floor. However, we feel it’s also a lower-
than-we’d-like ceiling. There are many things that the CODAP view of data transformation
inhibits:

• Making operations explicit, as we noted above.
• Introducing the idea of functions or transformations of data as objects in their own

right, not only as manual operations.
• Connecting to related subjects, like algebra, that introduce and highlight functions.
• Saving and naming repeated operations, to learn a bottom-up process of developing

abstractions and modules.
• Examining old and new tables side-by-side.
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Fig. 2. Left: selecting the Transformers plugin in CODAP. Right: the list of available Transformers.

This last point is especially important. A critical task in data science is performing
“what-if” analyses. What-if fundamentally means we should be able to perform some op-
eration (the “if” part) and compare the output (the “what” part). We might even want to
look at multiple different scenarios, representing different possible outcomes. But tradi-
tional what-if analysis, whether in CODAP or on spreadsheets, often requires you, the
human, to remember what has changed, rather than letting the computer do it for you.1

Finally, there’s also a subtle consequence to CODAP’s design: derived tables must look
substantially similar to their parents. In computing terms, the schema should be largely the
same. That works fine when an operation has little impact on the schema: filtering doesn’t
change the schema at all (in principle, though in CODAP you have to add an extra at-
tribute. . . ), and adding a new attribute is a conservative extension. But what if you want to
perform an operation that results in a radically different schema? For instance, consider the
“pivot wider” and “pivot longer” operations when we create tidy data (Wickham, 2014).
The results of those operations have substantially different schemata!

4. CODAP Transformers

In response to this critique, we’ve added a new plugin to CODAP called Transformers.
This introduces a new pane that lists several transformation operations, grouped by func-
tionality (see Figure 2).

For instance, with no more textual programming than before (the formula is the same),
we can perform the same task as before, i.e., finding all the people younger than 50. The
result is a new table, which co-exists with the original (see Figure 3).

1Spreadsheets like Microsoft Excel now provide explicit tools for what-if analysis (Microsoft Inc., 2024),
but these are very limited and still require significant human effort.
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Fig. 3. Left: the Transformers pane allows applying operations like “Filter.” Right: applying operations leaves
the original table untouched (top) while creating a new output table (bottom).

Fig. 4. Left: a graph of Age in the original table. Right: a graph of Age in the filtered table.

The resulting table is just as much a table as the original. For instance, we can graph
the ages in the two tables and see exactly the difference we’d expect (see Figure 4).

Like in the rest of CODAP, the tables built using Transformers follow a dataflow
computation process. That is, if the table used as input to a Transformer changes, the
Transformer automatically recomputes and propagates changes to the output. If additional
Transformers depend on that output, they also update. This means CODAP Transformers
users—just like users of spreadsheets—do not need to deal with inconsistent data.

(Over time, of course, the user may build up many tables. The Transformers plugin
chooses names based on the operations, to make them easy to tell apart. CODAP also lets
you resize, minimize, and delete tables. In practice, we don’t expect users to have more
than 3–4 tables up at a time.)
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Fig. 5. Left: saving a Transformer asks for the Design Recipe steps. Right: saved Transformers freeze their
operation, leaving only the table as a parameter.

4.1. Saving Transformers for Reuse

We might want to perform the same operation on multiple tables. This is valuable in sev-
eral contexts:

• We create a hand-curated table, with known answers, as a test case to make sure our
operations perform what we expect. After confirming this, we want to be sure that we
applied exactly the same operation to the real dataset.

• We want to perform the same operation to several related datasets: e.g., a table per year.
• We might also simply want to give a meaningful name to the operation.

In such cases, we can use the “Save This Transformer” option at the bottom of the Trans-
formers pane (see Figure 5). Because a saved Transformer is essentially a function, saving
follows the Design Recipe of How to Design Programs (Felleisen et al., 2018). Thus a
saved Transformer has a name, contract, and purpose statement as its interface.

This now creates a new named Transformer (see Figure 5); note that names can be lib-
eral, unlike the rigid rules (like not having spaces) imposed by most textual programming
languages. Every part of this new Transformer is frozen other than the choice of dataset;
it can be applied as many times as you want, to as many datasets as you want. The above
use-cases are suggestions, but you can use it however you wish.

4.2. A Note on Errors

Suppose you try to apply an operation improperly. Say, for instance, you have a table of
people that does not have an Age attribute, and you try to filter people with Age < 50.
There are at least two choices that Transformers can take:
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Fig. 6. Users can attempt to perform operations even if they can be statically checked to be invalid. The result is
an informative error message.

1. Allow you to try to perform the operation, and report an error.
2. Prevent you from even trying by simply not showing tables that are invalid in the drop-

down list of tables that the operation can be applied to.

The sophisticated programming language, or user interface, designer knows exactly what
should happen here: the latter. There is even a design principle that indicates this is what
we should do: make invalid states unrepresentable (Minksy and Weeks, 2008).

That is not what we chose to do! We instead chose the first option. Here’s why.
Imagine you’re a teacher with a classroom full of students. A student tries to apply

an operation to the wrong table. They probably don’t even realize that the operation can’t
be applied. All they know is that the table doesn’t appear in the list. Their table doesn’t
appear in the list! Their reaction is (perhaps rightly) going to be to raise their hand and say
to their teacher, “This tool is broken! It won’t even show me my table!” And the teacher,
dealing with a whole bunch of students, all in different states, may not immediately realize
why the table doesn’t show. Everyone’s frustrated; the student feels stuck, and the teacher
may be left feeling inadequate.

In contrast, if we just let the operation happen, in our implementation the student sees
the error in Figure 6. They now have a pretty good chance of figuring out for themselves
what went wrong: not pulling away the teacher from helping someone else, not blaming
the tool, and instead giving themselves a chance of resolving their situation.

4.3. Many, Many Transformers!

We’ve focused on just one transformation here, but there are many more. We’ve imple-
mented enough to cover the needs of a data science curriculum, including basic statistical
measures, higher order operations inspired by functional programming, and fundamental
tabular operations like joins. See them all in Table 1.

4.4. What-If Analysis

The Compare Transformer lets users compare numeric and categorical data. These two are
handled differently. To illustrate, assume we have the grade book table shown in Figure 7.

The table shows the grades of students. These have been combined into a weighted
average, based on which they have been given a course grade. The instructor has also
computed another average using different weights, and different course grades based on a
slightly different formula. (The details have been elided because they are not interesting.)
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Table 1
A listing of the Transformers available in CODAP Transformers

Operator Description

Build Attribute Creates a new attribute based on a formula
Transform Attribute Modifies an attribute based on a formula
Filter Filters the table based on a formula
Sort Sorts the table based on an attribute
Mean/Median/Mode/Standard
Deviation

Compute statistical measures over an attribute

Running Sum/Mean/Min/Max Compute running statistics over an attribute
Difference Compute the difference between adjacent cases in an attribute
Reduce Combine a attribute’s values using a binary operation
Sum Product Compute the sum of the element-wise product of two attributes
Count Count the occurrences of each unique value in an attribute
Compare (Numerical) Visualize differences between two attributes
Compare (Categorical) Group by two attributes and merge duplicate cases
Group By Group by an attribute
Select Attributes Extract a subset of attributes
Combine Cases Combine the cases of two tables with identical schemata
Partition Creates a new filtered table for each unique value in an attribute
Flatten Remove all group-by operations
Inner Join Perform an inner join between two tables
Outer Join Perform an outer join between two tables
Pivot Longer/Wider Performs the pivoting operations from tidy data
Uneditable Copy Creates an uneditable copy of a table
Editable Copy Creates an editable copy of a table that will not receive updates
Copy Structure Copies the schema from an existing table to a new empty table

Applying the Comparison Transformer in numerical mode to the weighted total at-
tributes produces a new table with two new attributes. One shows the result of numerical
subtraction. The other presents a color showing the strength of difference (positive or neg-
ative), with the shade proportional to the largest difference of that polarity. Thus the largest
negative value will have the strongest red, the largest positive value the strongest green,
and all the other values a proportional red or green. Figure 8 shows an example.

While numerical comparison is straightforward, suppose instead we want to compare
the resulting final grades. It is perhaps less obvious how to present this. It does not make
sense to perform arithmetic on these, but we can compute a different kind of semantic

Fig. 7. Sample table for comparisons
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Fig. 8. The Numerical Comparison Transformer shows the difference between numerical values in two attributes

Fig. 9. The Categorical Comparison Transformer analyzes the cross-product of two categorical attributes

difference: the cross-product of the categories. Comparison thus produces a new table
with cases representing the pairs of grades: A-A (the student would get an A under both
calculations), A-B (A in the first calculation and B in the second), A-C, A-F, B-A, and so
on. For each such case, there is a sub-table of the cases that fit that characterization. This
is shown in Figure 9, where we have chosen the B-A case in the Comparison table, which
highlights the two corresponding cases of students whose grades would change from B to
A. Pairs that have no cases are elided, to keep the Comparison table more manageable.

4.5. Examples

Transformers are now part of the official CODAP tool and free for all to use. Here are
some pre-built CODAP examples that show the operations in action:

• Building attributes, filtering, and updating data
• Partition
• Filter, running sum, and their interaction
• Transformers that produce single values (as opposed to tables)
• Reusing saved Transformers
• What-if comparisons
• Categorical comparison (alone)
• Numerical comparison (alone)
• Tidy data pivot operations

https://codap.concord.org/app/static/dg/en/cert/index.html#shared=https%3A%2F%2Fcfm-shared.concord.org%2FsyNhfww3ThTvdDrmemkh%2Ffile.json
https://codap.concord.org/app/static/dg/en/cert/index.html#shared=https%3A%2F%2Fcfm-shared.concord.org%2FVNrAgxJRrWT3vQf56gMW%2Ffile.json
https://codap.concord.org/app/static/dg/en/cert/index.html#shared=https%3A%2F%2Fcfm-shared.concord.org%2FmKwN2j3X97XJb2vbk4sF%2Ffile.json
https://codap.concord.org/app/static/dg/en/cert/index.html#shared=https%3A%2F%2Fcfm-shared.concord.org%2F04L6hEjkXDJlOn9HE0t1%2Ffile.json
https://codap.concord.org/app/static/dg/en/cert/index.html#shared=https%3A%2F%2Fcfm-shared.concord.org%2Ft2G9dLu0KxN0qCTRhOk0%2Ffile.json
https://codap.concord.org/app/static/dg/en/cert/index.html#shared=https%3A%2F%2Fcfm-shared.concord.org%2FrQpJ0SF6G08RSOVNQv8K%2Ffile.json
https://codap.concord.org/app/static/dg/en/cert/index.html#shared=https%3A%2F%2Fcfm-shared.concord.org%2F2ls8SOxfwpDFxLgnTHjf%2Ffile.json
https://codap.concord.org/app/static/dg/en/cert/index.html#shared=https%3A%2F%2Fcfm-shared.concord.org%2FCv4EBtJwkhpObPRZbTQR%2Ffile.json
https://codap.concord.org/app/static/dg/en/cert/index.html#shared=https%3A%2F%2Fcfm-shared.concord.org%2FEJuh9u3Zxr3Ur2zQWkS1%2Ffile.json
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5. Other Related Work

A recent report (National Academies of Sciences, Engineering, and Medicine, 2023) dis-
cusses (§4) tools and resources for data science education in primary and secondary
schools. These include unplugged activities, which are outside our scope. The main tools
identified were tools for doing data science, such as R and Python, and those for learn-
ing it, of which CODAP was the most prominent example. The report also discusses some
plotting and graphing tools, but these are not our focus. In short, as the report makes clear,
CODAP Transformers appear to be unique in this space.

Tables are similar to spreadsheets. There have been other approaches to making
more flexible spreadsheet-based programming languages, such as Forms/3 (Burnett et al.,
2001), but these are not in widespread use in secondary school data science education. On
the other hand, Excel has recently adopted higher-order functions (Jones, 2020), but this
is a significantly more complex construct than our Transformers.

Finally, the categorical comparison operator in subsection 4.4 is directly inspired by
prior research in differential analysis (Nelson et al., 2010; Fisler et al., 2005, 2010).

6. Conclusion

We have presented CODAP Transformers, an extension of the popular CODAP tool used
in data science education. CODAP Transformers add a lightweight notion of functions that
we believe is consistent with the nature of CODAP (as evidenced by its integration into
the official codebase). Transformers allow students to codify computations, name them,
and repeat them on multiple datasets. In the process, students learn about functions and
responsible data science practices. Transformers have already been integrated into the
Bootstrap curriculum. They are also available as Open Source, and are hosted for free on
the Web (by the Concord Consortium) for anyone to use.
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